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ABSTRACT

Detect the expected, discover the unexpected was the founding prin-
ciple of the field of visual analytics. This mantra implies that human
stakeholders, like a domain expert or data analyst, could leverage
visual analytics techniques to seek answers to known unknowns
and discover unknown unknowns in the course of the data sense-
making process. We argue that in the era of AI-driven automation,
we need to recalibrate the roles of humans and machines (e.g., a
machine learning model) as teammates. We posit that by realizing
human-machine teams as a stakeholder unit, we can better achieve
the best of both worlds: automation transparency and human reason-
ing efficacy. However, this also increases the burden on analysts and
domain experts towards performing more cognitively demanding
tasks than what they are used to. In this paper, we reflect on the
complementary roles in a human-machine team through the lens of
cognitive psychology and map them to existing and emerging re-
search in the visual analytics community. We discuss open questions
and challenges around the nature of human agency and analyze the
shared responsibilities in human-machine teams.

1 INTRODUCTION

In this paper, we present our human-machine teaming vision as
a communication paradigm for AI-driven data sensemaking and
analyze the role of visual analytics [33] in realizing that vision. The
founding principle of visual analytics, detect the expected, discover
the unexpected, was anchored on meeting the needs for serendipitous
data-driven discoveries by leveraging the best of both worlds of
computing and the human vision system.

With the advent and growing adoption of AI and machine learn-
ing, there is a growing need to delineate human and machine re-
sponsibilities and rethink the role of visual analytic interfaces as a
communication channel between the human and machine stakehold-
ers. For the rest of this paper, we will use “machine” to denote an
AI agent or a machine learning model. We argue that in the era of
AI-driven automation, the roles of humans and machines need to be
recalibrated as teammates throughout the foraging and sensemak-
ing stages of the data analysis process [28]. Our vision for future
human-machine interfaces aided by visual analytics is the following:

Visual analytic interfaces will act as a mutually intelligible com-
munication channel between the human and the AI/ML model, so
that human and machine teammates are in sync with their respec-
tive roles, responsibilities, and responsiveness towards each other’s
actions.

This vision captures the need for bidirectional communication
in human-machine systems. Bidirectional communication is im-

*john.wenskovitch@pnnl.gov
†corey.fallon@pnnl.gov
‡kate.miller@pnnl.gov
§aritra.dasgupta@njit.edu

Foraging Sense- 
making

Loosely coupled

Mostly 

machine

Mostly 

human

Traditional 
computing systems

Sense- 
making

Foraging

Tightly coupled
Vision for future 

Human-AI systems

Human-machine 

Teaming

Lack of  
bidirectional communication

Richer, mutually intelligible 
bidirectional communication

Figure 1: Future AI-driven data sensemaking [28] techniques will
benefit from a richer human-machine communication where foraging
tasks are more tightly coupled with an AI or machine learning model’s
learning about human intent and reasoning.

portant for productive human-machine interaction that can benefit
all team members and, consequentially, improve overall team per-
formance. The human benefits from a machine that clearly com-
municates its capabilities, limitations, and actions both explicitly
(e.g., transparent display design) [41] and implicitly (e.g., consistent
predictable behavior) [7]. This communication is one of the vital
system capabilities that allows a machine to function as a teammate
by working to establish and maintain common ground with its hu-
man partner [13]. The machine benefits from the human’s corrective
feedback by learning and improving its performance. The human’s
increased understanding of machine capabilities and improved ma-
chine performance from corrective feedback leads to appropriate
trust and reliance on the machine. Consequently, there is an overall
improvement in human-machine system performance.

We are already witnessing real-world examples of such interac-
tion in systems based on conversational AI [21]. We posit that the
expressive power of visualization can facilitate such communication
and allow humans and machines to take equal responsibility in the
data sensemaking process. To realize this vision, we propose that
the human in this partnership may assume one of several roles in the
human-machine team depending on the sensemaking task. Each role
is defined by a unique set of task goals and associated interactions
with the machine. We also suggest that, regardless of the role the
human assumes, this new human-machine team paradigm requires
the human to forfeit some control to the machine. We suggest that
this loss of control may pose a challenge to the human-machine team
and offer some suggestions to overcome this challenge.

2 CONCEPTUALIZING HUMAN-MACHINE TEAMS

The traditional paradigm of computing-mediated data analysis fo-
cused primarily on a hypothesis-driven approach, in which infor-
mation foraging was mainly a machine-level task (Fig. 1), whereas
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Figure 2: Analyzing the roles of humans and machines as teammates in diverse data analysis scenarios.

sensemaking was the responsibility of the human stakeholders. A
domain expert or a data analyst had particular hypotheses and/or
research questions and relied on analytics to explore them. The
analysts needed to understand the strengths and limitations of the
analytic and identify when its output might be incorrect. This under-
standing allowed the analyst to build appropriate trust in the tool and
appropriate use. It was also important for the analyst to maintain
their skills so that they could identify problems with the analytic and
find workarounds if the tool was not providing accurate output.

We are transitioning into a new paradigm of human-machine
teaming. In this new paradigm, the technology has the ability to learn
and identify new patterns in the data and allow the analyst to generate
new research questions. In its ability to learn from the analyst, the
tool behaves more like a teammate than a tool and requires new roles
and responsibilities for the human. We suggest that the human may
assume one of several roles in the human-machine teaming paradigm
depending on the sensemaking task (Fig. 2). In this section, we
describe each role, machine as teammates, and discuss how visual
analytic systems can facilitate team communication throughout the
data analysis process.

2.1 Roles as Teammates

Explorer: Within a human-machine team, each entity has a role
to play in the foraging process, with a human focus on creativity
to understand what relevant information they are looking for and a
machine focus on computation and enrichment to identify and pro-
vide relevant information. The creativity of the human is particularly
important at the beginning of exploration, as there is little or no
existing information to direct a search: a cold-start scenario. This
role still continues throughout the exploration process, as the human
works orient to the data landscape and begin to connect individual
pieces of information into a coherent structure. In the old paradigm,
the human was then responsible for the data searches that follow this

creative exercise. This responsibility could take the form of manu-
ally inspecting documents, structuring database queries, or filtering
a returned dataset. In the human-machine teaming paradigm, the
machine can play a role in initiating parts of these foraging actions.
We see examples of mixed-initiative visual analytic systems that
instantiate such foraging through recommendations of datasets [8,9],
labels [14], or visualizations [44], or by performing preprocessing
on a dataset to ensure that the most relevant values are prepared for
further analysis. Though we are far from the ability to instill an
adequate degree of “creativity” into a machine assistant to operate
independently, the machine can still work semi-autonomously to
support hypothesis exploration.

Investigator: Following a process of foraging for data, a human-
machine team can begin to search through the data to identify con-
nections, detect anomalies, and synthesize findings. This often takes
the form of human-directed investigation, though from a Question-
Answering perspective [20,21] rather than as an information retrieval
challenge. The difference from the pure exploration scenario is in
the degree of specificity that a human analyst has in asking questions:
they are primarily trying to seek answers for known unknowns. This
mode can be construed as a hybrid of the traditionally disparate
modes of exploratory and confirmatory data analysis process, and
require deep, inferential reasoning from analysts for validating the
answers provided or patterns detected by a model [17]. In the old
paradigm, the machine was responsible for searching through data
and retrieving answers to queries, while the human guided this
process through a sequence of instructions, directing the machine
towards finding the necessary data. In a human-machine team how-
ever, the machine can take on some further autonomy to identify the
interests of the human, automatically searching for and retrieving
information that has potential relevance to the exploration. The ma-
chine can further assist by placing this new supporting evidence into
context in the display for the human to evaluate and provide feedback.



When questions are known a priori, the expressive power of natural
languages can be used to aid the communication process during
investigative scenarios. In the spirit of question-answering systems
like Boomerang [21], we can observe the recent interest in the visual
analytics community towards integrating natural language interfaces
for guiding the design and refinement of visualizations [31, 42].

Teacher: As part of a human-machine team, the analyst has addi-
tional communication and monitoring responsibilities. Although
these teamwork activities are vital to the health of the human-
machine team, there is a cost associated with this coordination in
terms of time and effort. In the human-machine teaming paradigm
the analyst must communicate with the tool in a new way to provide
the technology with corrective feedback. By adding a feedback loop
to the interaction, interactive ML [4, 12, 39] requires the analyst
to teach the tool, implicitly or explicitly. This new responsibility
may detract from the time the analyst could spend developing their
expertise. For example, providing basic corrective feedback to teach
an image classifier the difference between vehicles and trees may
contribute little to the analyst’s expertise. The analyst may also
need to spend time deciphering how feedback should be provided
(e.g. formatted, curated) to ensure that the ML is learning in an
expected manner. The work required to communicate corrective
feedback to the machine is one of the coordination costs needed in
this new human-machine teaming paradigm. In the old paradigm,
monitoring tool performance for accuracy was an important aspect
of an analyst’s activities. In the human-machine teaming paradigm,
a new level of monitoring is now necessary when working with ML
tools. Analysts must monitor the technology’s progress as it learns
from feedback. The analyst must assess not only the accuracy of the
machine’s output, but also how its output has changed in response
to the analysts’ feedback. These observations in turn guide future
corrective feedback. Both communication and monitoring teamwork
activities can be challenging in human-human teams. These activ-
ities are particularly challenging when interacting with a machine
that processes information and formulates patterns in ways that may
be unpredictable and alien to humans without effective explanatory
features. Existing visual analytic approaches in this scenario involve
those where human analysts provide explicit (e.g., using active learn-
ing) [5] or implicit labels (e.g., using semantic interaction) [39] to a
machine learning model and the latter attempts to proactively learn
about the mental model of the analysts. Analysts have agency in
training the model, leveraging synchronous communication that is
common in techniques that exploit interactive machine learning.

Judge: Finally, a human-machine team can function collaboratively
to evaluate the information that was identified and connected as a
part of the exploration and conclusions. Implicit in this evaluation
is an understanding of the quality of the model itself, working to
judge the degree to which additional information can be identified
and further injected into the findings to confirm the conclusions
that have already been reached. In the old paradigm, the human
had sole responsibility for judging whether the evidence and con-
clusion was supported by the facts, but a very-developed machine
learning model can further support the human inference process by
highlighting potential bias, conflicting information, or overlooked
avenues of exploration. Existing visual analytic approaches in this
scenario involve those where human analysts engage in post-hoc
evaluation [10] and interpretation of model decisions using visual
explanations [18,43]. In these scenarios, analysts do not have agency
in the model training process. They are mainly trying to recover the
semantic reasoning of the model and judge if, based on the available
explanations, the model predictions can be trusted and acted upon.

2.2 Communication Considerations

As described by Wenskovitch and North [40], communication within
an interacting human-machine pair should be considered at four

points: (1) the information that the human externalizes, (2) the
machine interpretation of that externalization, (3) the machine re-
sponse to that interpretation, and (4) the human understanding of that
response. Though this discussion is described for communication be-
tween closed-box actors, the idea generalizes to human and machine
roles in a team. Other research argues that effective communication
between humans and machine intelligence goes beyond the algo-
rithms themselves, requiring evaluation of datasets and performance
metrics [34], as well as working to clearly define interpretability and
its necessity in human-machine collaboration [11].

At the Hypotheses Exploration end of the spectrum from Fig. 2,
the human takes on the role of an Explorer while the machine takes
on the role of a Recommender. In this feedback loop, the human
must communicate to the machine the type, quantity, and constraints
of the information that it is seeking. Such information could be
presented to the machine directly either via a straightforward search
box or a more complex dynamic querying interface, or it could be
inferred from user actions such as annotations or highlights within
documents [38]. The machine response to this information depends
on the directness by which it is presented, permitting the machine to
either construct a database query based on clearly-presented search
constraints or to rank the recommendations that it returns using
a learned metric. In the opposing communication direction, the
machine is returning its recommended data sets, analytics, and/or
labels to the user. Here, the machine should provide a rationale that
accompanies the recommendation, communicating the means by
which the output was generated. The human understanding of that
rationale will directly inform the level of trust that the human has in
the information provided by the machine.

A similar communication relationship can be found in the Post-
hoc Model Interpretation [18, 43] case at the other end of the spec-
trum. Here, the human acts as a Judge while the machine works as
a Supporter of human inference. The support that the machine is
able to provide is directly tied to the machine understanding of those
human inferences. The human must then clearly externalize their
conclusions and evidence, so that the machine is able to provide
adequate support. In the other direction, the level of trust that the
human has in the provided supporting evidence will be informed
by the quality of the machine output and how it is subsequently
internalized.

3 CHARACTERIZING AGENCY IN HUMAN-MACHINE TEAMS

Regardless of their role in the human-machine team, the human ana-
lysts must relinquish more control of the sensemaking process to the
machine in this new paradigm. This loss of control can be a challeng-
ing adjustment for the human and lead to performance degradation.
The need that arises within a human to maintain supervisory control
over a machine teammate is thought to be rooted in feeling a lack
of agency, or having some decisions made by the system out of
their direct control. Indeed, active research seeks to understand the
degree to which users want to automate analytical processes and
interact with machine learning [32], in some cases finding no need
for complete automation and subsequently a continued role for the
human in the loop [35].

Haslam defines agency as one’s ability to act independently to
make decisions [16]. Berberian found that changes in agency led to
impacts in operator performance, as well as in system acceptability
and adoption [3]. For example, Baron [1] reported that “the major
human concern of pilots in regard to introduction of automation is
that, in some circumstances, operations with such aids may leave the
critical question, who is in control now, the human or the machine?”
Shneiderman & Plaisant agree, noting that “users strongly desire
the sense that they are in charge of the system and that the system
responds to their actions” [30].

A feeling of a loss of agency can lead to other effects as well,
such as a degradation of the quality of monitoring and action. These



effects have particular influence on the Teacher role, who must mon-
itor and provide quality feedback to the machine in order to optimize
the contributions provided by the machine, as well as to the Judge
working to confirm conclusions reached in collaboration with the
machine. Both theory [26] and evidence [25] in the human factors
literature suggests the removal of human agency in favor of automa-
tion can lead to a negative impact on human performance when the
automation fails. Humans struggle to gain situation awareness and
provide prompt corrective action in the wake of these failures, and
this degradation in performance intensifies as the level of automa-
tion increases [25]. Kuhn et al. [19] present an electrophysiological
justification for this, showing that feelings of agency are linked to
changes in the processing of sensory events. Likewise, Bednark
& Franz identified a connection between action and outcome that
is dependent upon the attribution of agency in the presence of oth-
ers [2]. In more extreme circumstances, a feeling of being coerced
into taking a step more closely resembles passive movement rather
than intentional action [6].

Loss of agency can also interfere with the attribution of respon-
sibility. Haggard [15] argues that the sense of agency holds a great
importance in human civilization as a whole because it underpins
the concept of responsibility in human societies. This argument has
also been validated experimentally. Li et al. [22] present an experi-
ment that studied the subjective sense of responsibility, finding that
participants reported a higher sense of responsibility when they were
told that a game was uncontrollable. Moretto et al. [24] support this
finding, identifying a tight association between action and effect
that occurs even in scenarios when actions had unpredictable conse-
quences. Caspar et al. [6] found that induced disbelief in free will
impact the sense of agency over the consequences of one’s actions.

Thankfully, solutions exist to mitigate this perceived loss of
agency. Priming the user, or providing some predictive informa-
tion of what will happen next, has shown benefits. Wegner et al. [36]
conducted several sensory experiments, finding that priming a move-
ment with instructions led to a greater feeling of agency than when
the instructions followed the movement. Moore et al. found similar
benefits when studying voluntary vs. involuntary movements [23].
Finally, Sato [29] studied whether the sense of agency depended
primarily on a connection between preview information and sen-
sory feedback or between prediction and sensory feedback. The
answer is “both.” These priming actions and preview information
are particularly relevant to recommendations systems that support
users with the introduction of new data, and particularly influence
the Explorer and Investigator roles during the data foraging and
synthesis processes.

Further, Peters et al. [27] proposed that examining the interactions
between human and machine to identify appropriate interruption
timings can be beneficial. Interrupting the human without disrupting
the teaming interactions with an intelligent interruption system that
monitors the actions of the human teammate enhances the human’s
feelings of control and agency. Wegner & Wheatley [37] argue
simply for the identification of whether or not an action is perceived
as “willed,” listing these three principles: i) The thought precedes
the action at a proper interval (the Priority Principle), ii) the thought
is compatible with the reaction (the Consistency Principle), and iii)
the thought is the only apparent cause of the action (the Exclusivity
Principle).

Fallon et al. emphasize the importance of having a machine team-
mate with the ability to establish and maintain common ground in
human-machine team [13]. Although autonomy is one characteristic
necessary for a machine to function as a teammate, autonomy alone
is not sufficient. Without common ground the human may loose trust
and reduce their reliance on the machine. These researchers propose
that a machine that strives to both inform and stay informed may
help mitigate some of the challenges associated with the machine
assuming greater agency in the human-machine partnership.

4 CONCLUSION AND FUTURE WORK

In this paper, we have outlined a vision for human-machine team-
ing grounded in the existing literature in cognitive psychology and
emerging technological advances in the machine learning, AI, and
visual analytics communities. We analyzed why human agency is
important, discussed four different scenarios for teaming and de-
scribed the communication processes in such teaming scenarios.
We believe that this futuristic vision will help guide researchers
interested in human-AI interaction to develop solutions that are do
not only address data-driven challenges but also the challenges of
intelligible communication among humans and machines.
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