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Figure 1: The simplified pipeline of FairAlign, a visual analytics platform for contextualized fairness assessment. The numbers
written on the yellow rectangles represent the subsections where the respective components are explained in detail. A workflow
example would be as follows: The laypeople sign up, choose an annotation dashboard and start taking decisions regarding
algorithmic fairness, based on the provided visualizations of data and model’s predictions. After the annotation process is
finalized, data scientists and machine learning experts can login and analyze the values of the predefined fairness metrics, along

with the aggregated results obtained from the human evaluation.

ABSTRACT

Fairness evaluation presents a challenging problem in machine learn-
ing, and is usually restricted to the exploration of various metrics that
attempt to quantify algorithmic fairness. However, due to cultural
and perceptual biases, such metrics are often not powerful enough
to accurately capture what people perceive as fair or unfair. To close
the gap between human judgement and automated fairness evalua-
tion, we develop a mixed-initiative system named FairAlign, where
laypeople assess the fairness of different classification models by an-
alyzing expressive and interactive visualizations of data. Using the
aggregated qualitative feedback, data scientists and machine learn-
ing experts can examine the similarities and the differences between
predefined fairness metrics and human judgement in a contextual-
ized setting. To validate the utility of our system, we conducted a
small study on a socially relevant classification task, where six peo-
ple were asked to assess the fairness of multiple prediction models
using the provided visualizations. The results show that our platform
is able to give valuable guidance for model evaluation in case of oth-
erwise contradicting and indecisive metrics for algorithmic fairness.

1 INTRODUCTION

Fairness represents a major concern in machine learning (ML), espe-
cially when classification models are used for automated decision-
making in applications where people’s lives are directly affected
by the models’ outcomes [22]. Examples of such applications are
automated grading systems in schools [20, 23], loan approval sys-
tems [27,31] or any other situation in which individuals are auto-
matically distributed into groups of different social factors, called
protected groups. Hence, using fully automated systems to generate
predictions requires a comprehensive understanding of the context
in which they are used. Furthermore, it is vital to identify the ethical
injustices that could arise with respect to society [6].

Incrementally recognizing its importance for society, much re-
search has started to be done towards the evaluation of algorithmic
fairness and ethical decision-making [8,35]. Throughout the years,
over 21 different definitions have been provided for fairness [21].
Following these definitions, various metrics for algorithmic fairness
have been proposed [10, 11, 34]. However, these definitions may
contradict each other [18], and it is challenging to determine which
fairness definition is the appropriate one for a given context.

Schoeffer et al. [26] show that people started to acknowledge the
usefulness of automated systems, trusting them even when taking
high-stakes decisions. However, the level of trust is reduced for peo-
ple with low Al literacy. Hence, given that fairness is highly de-
pendent on intricate social nuances, we believe that at least the the
choice of fairness definition should be driven by human feed-
back. Furthermore, requiring a rigorous mathematical foundation,
the metrics alone do not make use of contextual information and



oversimplify the multifaceted problem of fairness.

Even though there are multiple works on the topic of detecting and
mitigating unfairness [1, 3,30], there is still little work done towards
human-centric evaluation of algorithmic fairness. Since manual as-
sessment is expensive and unfeasible, there is an immediate need for
finding the fairness metrics that are the most expressive. Srivastava et
al. [28] were the first to investigate the correlation between different
fairness notions and lay people’s perception of fairness. Their find-
ings confirm that the most appropriate metric for algorithmic fairness
is highly dependent on the context. Thus, to automate the assessment
of algorithmic fairness for a specific task, it is necessary to first inves-
tigate people’s concept of fairness considering the given setup [36].

To address this issue, we create a mixed-initiative system that
allows data scientists and ML experts to analyze human judgements
on algorithmic fairness. This approach enables the contextualized
assessment of fairness for different classification models, in hope
of capturing the nuances of human judgement to the greatest extent.
The toolkit we present has two different types of users: laypeople and
data scientists. The laypeople have the role of annotating the fairness
of prediction models. They are given an interactive visual analytics
system which illustrates the classification model’s predictions and
the data in a discriminative manner, and are asked to specify whether
they perceive the model to be fair. The scientists are the stakeholders
of our application, which can analyze the human feedback alongside
predefined fairness metrics. Therefore, our proposed solution aims
to find how well various algorithmic fairness metrics align with
human judgement in a given context.

In order to obtain valuable human feedback that provides the
moralistic guidance we seek, it is vital to choose the annotators
carefully, based on their expertise, cultural background and social
status. However, we argue that defining precisely which criterion to
use for selecting the laypeople is highly dependent on the context in
which the system operates, and is therefore out of the scope of this
paper.

The main contribution of our work is two-fold: (1) To find which
metrics align best with human perception of fairness, we develop an
extensible mixed-initiative system for assessing algorithmic fairness
in a contextualized setting; and (2) By conducting a pilot study where
our platform is utilized by laypeople to determine the fairness of
various classification models, we highlight that automatic evaluation
alone is not enough to capture the multifaceted problem of fairness.

2 RELATED WORK

Even though the interest in human-centric assessment of algorithmic
fairness spiked only recently, there are several tools for analyzing and
mitigating unfairness in prediction models. Moreover, various stud-
ies have been conducted on the topic of human perception of fairness.
However, there is little research towards finding correspondences
between metrics for algorithmic fairness and human judgement.

Toolkits for Analyzing Fairness — Throughout the years, multiple
toolkits have been suggested for detecting and mitigating unwanted
algorithmic bias and (un)fairness. Aequitas, the approach proposed
by Udeshi et al. [30], generates bias reports based on the input data
and the selected protected attributes. That can be any sensitive at-
tribute that divides the data into groups of different social signifi-
cance, such as race, sex, gender, or religion. A downside of this
toolkit is that it is not allowed to be utilized for commercial purposes.
However, IBM’s Al Fairness 360 [3] adds the industrial usability
factor that Aequitas lacks. It is an open source toolkit that merges
together numerous bias metrics and bias mitigation algorithms. Nev-
ertheless, neither of these applications take human perception of
fairness into account. Fairsight [1] is one of the first fairness eval-
uation programs that utilizes a visual analytics system to help ML
experts take fair decisions when designing a new model. The only
downside is that its considerations are restricted to the judgement of
people with high expertise in the domain of machine learning and

data science. For a correct and thorough investigation of fairness,
laypeople’s opinions should have been examined instead. A similar
approach for investigating algorithmic fairness is represented by the
benchmarks for detecting possible discrimination within prediction
models. Themis [2] tries to measure discrimination by automatically
generating test suites. Once again, the downside of Themis is that it
is highly relying on the predefined notions of fairness. On the other
hand, Hendrycks et al. [14] create a dataset specifically designed to
calibrate models to follow basic moral judgements in open-world
settings. However, its purpose is only limited to the evaluation of
language models.

Human Perception of Fairness — With regard to studies on human
perception of algorithmic fairness, Harrison et al. [12] provide a
comparative, human-centric analysis of fairness. Moreover, it is one
of the first research studies that investigate the underlying human
biases that might emerge when manually assessing algorithmic fair-
ness. Their paper shows how people differentiate between bias and
fairness, and highlights that people do not trust fully-automated fair-
ness assessment. One shortcoming of this study is that the visualiza-
tions provided to the people who assess fairness are not expressive
enough. To be more exact, they are restricted to comparing mod-
els’ predictions and accuracy values with respect to the protected at-
tribute only. None of the other relevant attributes were presented to
the participants, potentially misleading them towards the acceptance
of the predefined notions of fairness. Watts et al. [33] discuss dif-
ferent human biases in decision-making in the context of ethics. By
presenting more information, we argue that we might be able to over-
come some of these biases, such as hastened response time [16] (i.e.,
making decisions too quickly before fully processing information) or
ignoring unique information [29] (i.e., focusing on information com-
monly known instead of information unique to individual members).

Srivastava et al. [28] are the first to investigate the relationships
between fairness definitions and people’s understanding of fairness.
They approached the problem by obtaining comparative feedback
from people. The issue is that their visualizations lack the same ad-
ditional information about underlying attributes. Nevertheless, the
results of their study represent a solid starting point in understand-
ing the contextualized perception of humans regarding algorithmic
fairness.

Our work is inspired by the study conducted by Srivastava et
al. [28] and aims to materialize their findings into a customizable and
extensible toolkit for evaluating algorithmic fairness using human
feedback, called FairAlign. Moreover, utilizing techniques inspired
by all the above-mentioned research, the ultimate goal of our project
is finding the most suitable and expressive metrics for the given
setting.

3 FairAlign VISUAL ANALYTICS PLATFORM

System Overview — Our application is designed to provide data sci-
entists and ML experts with useful insights into people’s opinions
on algorithmic fairness for a certain task. To achieve this goal, we
propose a simple, yet effective end-to-end architecture, as illustrated
in Fig. 1. First, the ML experts are asked to configure the application
by providing it with a tabular dataset and the predictions of multiple
classification models. The input data and the predictions are split ac-
cording to the values of the selected protected attribute. Then, based
on this grouping, multiple statistics are computed and presented to
the laypeople as interactive visualizations. After an exhaustive anal-
ysis, the laypeople have to take a decision regarding the algorithmic
fairness, one model at a time. In the end, all the human feedback
is aggregated and presented alongside the predefined fairness met-
rics in a separate dashboard, dedicated for data scientists and ML
experts. Investigating the results, they can choose the models which
laypeople perceive as fair and can determine which fairness metrics
align best with human perception in the given context.

Perspectives — For the fairness assessment of the classification mod-



els, the annotators are provided with two different dashboards for
each protected attribute. We refer to these types of dashboards as per-
spectives, and they reflect what information should be taken into con-
sideration when taking decisions regarding fairness. The first one is
called the Predictions perspective, since all the visualizations present
in this type of dashboards consider only the models’ predictions. The
second perspective also takes the true labels into consideration, along
with the predictions. Hence, we call it the Accuracy perspective.
Design Rationale — Saha et al. [24] show that people without a
background in machine learning have difficulties understanding
fairness metrics. Thus, we have designed a user-friendly interface
which is transparent with respect to the fairness metrics and provides
guidance for understanding the task that needs to be solved. First,
the laypeople are provided with an onboarding screen, containing a
short description of the required key concepts. Secondly, once the
users start interacting with the annotation dashboards, they can opt
to go through a tutorial. The tutorial explains the steps they need
to follow for the current task while presenting each component in
the dashboard. Moreover, each visualization analyzed by the users
for algorithmic fairness assessment is accompanied by a description
and guidance on how to use it in order to analyze the plotted data
efficiently. Finally, we try to keep the lay users motivated using
gamification techniques, such as displaying intuitive figures for each
dashboard and displaying their current progress.

3.1 Design Space: Data, Models, and Metrics

The meaning of fairness is highly dependent on the given contextual
information. Hence, a highly generalized toolkit for algorithmic
fairness evaluation would likely fail in capturing intricate nuances
of human perception. To obtain meaningful results, our application
contains visualizations tailored for a subset of problems. In the
following paragraphs, we explain which type of data, prediction
models, and fairness metrics are compatible with our platform. In
addition, we discuss the configuration of our prototype and the
system’s extensibility.

Dataset — Our toolkit is compatible with any multidimensional
dataset that is designed for classification tasks. However, to obtain
meaningful results regarding fairness, the input data should contain
socially relevant features to be selected as protected attributes.

The prototype we have developed uses the UCI Adult Dataset [9],
which contains US census data for 48,598 people. The task is to
predict whether a given person earns more than $50,000 a year. The
protected attributes we have selected are sex and race. While the sex
attribute has binary values in this dataset (i.e., Male and Female), the
race attribute has five distinct values. For simplicity, we clustered the
races as follows: White, representing the privileged group, and Non-
White, representing the unprivileged group (composed of Black,
Amer-Indian-Eskimo, Asian-Pac-Islander and Other). Furthermore,
we have considered selecting the native country as an additional
protected attribute, but this was shown to be infeasible due to the
highly imbalanced distribution of the countries (about 90% of people
were born in the US).

Prediction Models — To create a uniform representation for all
classifiers and to save resources, we do not save the whole models
into the system. Considering the necessary inputs for computing the
fairness metrics, it is sufficient to only store the models’ predictions
in tabular format. It should be noted that our toolkit is not restricted
to binary classification tasks, hence also working with multi-class
classification. In the latter case, the predicted labels do not require
any post-processing for the Accuracy perspective. However, for the
Predictions perspective, they need to be separated into favorable and
unfavorable labels.

Fairness Metrics — We decided to restrict the scope of our appli-
cation to the assessment of group fairness, backed by the work of
Reuben Binns [5], who investigates the importance and the conflict
between individual and group fairness. His research reveals that

fully-automated prediction systems are not compatible with individ-
ual fairness and that they should be avoided when there is a need of
treating people as individuals. Moreover, when using such classi-
fiers, disparities in accuracy might appear between different groups
of people, which can result in an unfair disadvantage for the unprivi-
leged group.

Majumder et al. [19] simplify the task of fairness evaluation by
clustering numerous metrics by the similarity of the notions they
are trying to evaluate. Following the results presented in their pa-
per, we have selected a small set of metrics for group fairness and
integrated them into our system. For the Predictions perspective,
we have chosen statistical parity (SP) [10], while for the Accuracy
perspective, we have chosen equal opportunity (EO) [7], predictive
parity (PP) [7], predictive equality (PE) [ 1], disparate mistreatment
(DM) [11] and conditional use accuracy equality (CUAI) [4]. De-
pending on the nature of the data and the task itself, a few other
metrics might become relevant when assessing fairness. However,
thanks to the design of the back-end service, integrating new fair-
ness metrics into our system should be a straightforward process.

3.2 Fairness Annotation Interface

To gather valuable human feedback about algorithmic fairness, we
have designed multiple dashboards containing interactive visualiza-
tions using the input data and the models’ predictions, as shown in
Fig. 3. Each visualization provided in the dashboards depicts the
disparities in model’s decisions between the privileged and the un-
privileged group uniquely, taking certain data attributes into consid-
eration.

Each dashboard is designed to provide the annotators with a
balanced and multifaceted view of all aspects of the data, without
feeling overwhelmed. Hence, we offer laypeople the freedom of
choosing which attributes they consider relevant when assessing
algorithmic fairness. Our design follows the visual information-
seeking mantra by displaying only the simplest visualization at
first (i.e., the Outcomes Proportions Chart, displayed in Fig. 3e).
The granularity of the information can be later increased by grad-
ually showing more complex and more expressive visualizations.
To this scope, we have implemented
a filtering panel, where the users can
choose to either display all the visual-
izations at once or filter them based on
the considered attributes. Namely, the
users can select or deselect any of the
attributes they want to consider, ex-
cept for the current protected attribute
with respect to which the decision re-
garding fairness is being made.

Fig. 3a illustrates one of the most
intuitive visualizations we have de-
signed, called Numerical Trend Graph,
which is present in all of our annota-
tion dashboards due to its high effec-
tiveness. By selecting an additional
numeric attribute from the filtering
panel, this visualization displays the
percentage of positive predictions or
the model accuracy with respect to  Figure 2: Filtering panel,
the values of the attribute. Analyz- present in all of our annota-
ing the Numerical Trend Graphs, the  tjon dashboards. Only the
users can easily discover trends in the  visualizations that consider
model’s predictions and can get de- exactly the selected subset
tailed information by hovering over  of attributes are displayed.
the plotted lines. To prevent possible
sparseness issues, we utilized smooth-
ing techniques such as Savitzky—Golay filtering [25].

After a thorough inspection of the visualizations, laypeople have
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Figure 3: Examples of visualizations used for algorithmic fairness assessment. Depending on the dashboard’s perspective, the visualizations
display different statistics about each demographic group in a comparative manner. The Numerical Trend Graph (3a) is a line graph that is used to
discover trends in outcomes with respect to numerical features. The Categorical Distribution Sankey (3b) consists of two Sankey diagrams which
compare the distribution of outcomes over categorical features. The Correlation Brush Matrices (3c) is used to investigate the correspondences
among multiple numerical features. The Accuracy Variation Matrix (3d) displays the variations in model’s accuracy, divided in subdomains of
two categorical features. The Outcomes Proportions Chart (3e) represents our simplest visualization, which offers an overview of the outcomes.

the task of annotating the fairness of the current model with regard
to a certain protected attribute on a 7-point Likert scale. This scale
is two-sided and is centered in 0, which represents a completely fair
model. Oppositely, -3 and 3 represent totally unfair models for one
of the two groups. To complete the fairness assessment task, lay
users need to successfully annotate all the models in each existing
dashboard. The dashboards can be seen as the Cartesian product
of the perspectives and the chosen protected attributes. Since a
large number of the visualizations we have created are tailored for a
specific perspective, we will further present the utility of the most
important visualizations in each perspective.
Predictions Perspective — The visualizations in the Predictions per-
spective use only the predicted labels, without any ground truth in-
formation. This perspective can be associated with the concept of eq-
uity, where a completely fair model would have an equal outcome for
both groups. However, often the data itself is imbalanced, meaning
that complete equity may be associated with decreased model perfor-
mance. Moreover, most visualizations we have designed provide ad-
ditional information for each group, which might shift the decisions
of laypeople. Thus, the underlying attributes may reveal that a per-
fectly fair scenario does not always correspond to an equal outcome.
Since the Numerical Trend Graph is limited to numerical features,
we have designed another visualization that can be used to investigate
categorical features, called the Categorical Distribution Sankey. An
instance of this type of visualization is illustrated in Fig. 3b. It

contains two Sankey diagrams displayed next to each other, one
for each protected group (e.g., Male and Female). Based on the
chosen nominal attribute, each of the two diagrams show how the
predicted labels distribute over the distinct subgroups spanned by
this attribute. Moreover, the users can hover over the connections
to get more details on demand. When hovering over a connection
between a subgroup and label, they can see what percentage of
the subgroup spanned by the attribute value is assigned with the
respective label and what percentage of all data points assigned with
the label are part of that subgroup. To facilitate the comparison
between the protected groups, hovering over one diagram activates
the corresponding connection in the neighboring diagram as well.

Laypeople can select more than one additional attribute at once,
resulting in the display of even more intricate visualizations. Using
Weber’s Law, Harrison et al. [13] show that the scatterplot is one of
the most effective visualizations for showcasing correlation. Thus,
we implemented a visualization that utilizes multiple scatterplots
to highlight the correspondences among all the selected attributes.
Shown in Fig. 3c, the Correlation Brush Matrices is the Cartesian
product representation over multiple numerical attributes. On the
diagonal of each matrix, the distributions of data with respect to
each considered attribute are displayed as histograms. All the other
cells contain scatterplots for the respective pairs of attributes. For
comparing protected groups, we plot two such matrices side by
side. Moreover, to allow in-depth exploration, the plotted data



can be filtered by drawing a rectangular area on any of the shown
scatterplots.

Accuracy Perspective — Unlike the Predictions perspective, the
dashboards presenting the Accuracy perspective contain visualiza-
tions that take into consideration both the predictions and the real la-
bels, showcasing the models’ accuracy across protected groups. This
perspective can be associated with the concept of equality, where
each group is treated the same, regardless of what outcome this
might lead to. In our case, this perspective encourages users to be
aware of the real labels, not only the ones predicted by the model.
Thus, a perfectly fair model seen from this perspective would treat
each protected group the same, in the sense that the protected at-
tribute should not influence the performance of the model.

One complex visualization we use in the dashboards presenting
the Accuracy perspective is the Accuracy Variation Matrix, which
displays a grid over two different categorical attributes. This visual-
ization comes in two different forms. In the first type of Accuracy
Variation Matrix, the color of each grid cell encodes the magnitude
of the accuracy for one of the two protected groups. To quickly spot
variations in the model’s accuracy, the users can repeatedly toggle
between protected groups. The second type, shown in Fig. 3d, is a
more compact version of the toggling matrix. It encapsulates the
information for both protected groups in a single grid by comput-
ing the difference of accuracy between the two groups. Furthermore,
similar to other integrated visualizations, the users can get detailed
information by hovering over the cells of the grid.

3.3 Model Exploration Interface

Once the fairness annotation process is finalized, data scientists and
ML experts can use the model exploration interface to investigate
the correspondences between pre-defined fairness metrics and hu-
man judgement. The main modules of this interface are illustrated
in Fig. 4. It can be noticed that the results are grouped by perspec-
tive (i.e., Predictions or Accuracy) and protected attribute, hence se-
lecting a combination of the two is required in order to display the
fairness scores. After deciding upon a certain configuration for these
options, both the fairness metrics and the aggregated human annota-
tions are presented together, in a tabular format.
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Figure 4: Components of the model exploration interface. Select-
ing a protected attribute and a perspective provides a table contain-
ing information regarding both the automatic and the manual assess-
ment of algorithmic fairness for the classification models. The ta-
ble’s rows, representing the models, can be ordered using numerous
criteria and further selected in order to show additional details.

Since the feedback obtained from laypeople is not quantifiable,
we have decided to present the results in a comparative manner. To
achieve this, the table allows the ascending or descending ordering
of the models from the most unfair to the most fair one, based on
the values of human annotations or any of the available fairness

metrics. By analyzing the extent to which these different rankings
agree, the stakeholders of our application can find out which fairness
metrics are the most suitable for the given task and social context.
They can use this valuable information to improve the practicality
of automatic fairness assessment when developing new models.

Most fairness metrics are two-tailed, meaning that they can dif-
ferentiate between the discrimination of the privileged group and
the discrimination of the unprivileged group. Following a similar
approach when gathering human feedback for algorithmic fairness
raises an issue when trying to aggregate the annotations by averag-
ing the values. Due to the zero-centered scale for human annota-
tions, any model whose resulted annotations follow a symmetrical
distribution would be labeled as a perfectly fair model, no matter
how large is the variance. To overcome this problem, we aggregated
the human annotations using the average of absolute. For consis-
tency, absolute values are also used when sorting the table after a
fairness metric. However, in order to avoid losing information, we
utilize glyphs to illustrate the distributions of annotations, as high-
lighted in Fig. 4. Moreover, for an in-depth exploration of human
perception of fairness, multiple models of interest can be selected
from the table, displaying the annotation results for the respective
models in a separate bar chart.

4 FAIRNESS ANNOTATION STUDY

To validate the usefulness of FairAlign, we conducted a small study,
where six people were asked to assess the fairness of eight different
classification models. In this section, we describe the setup for this
study, as well as how we measured the alignment between human
judgement and the algorithmic fairness metrics. Nonetheless, we
present the obtained results, followed by a short discussion.

4.1 Study Design

To set up the visual analytics platform for this study, we utilized the
configuration of our prototype, explained in subsection 3.1. To cap-
ture a wide spectrum of fairness levels, we chose the best performing
model from our prototype in terms of accuracy (i.e., Ada Boost) and
designed new prediction models based on the baseline model. These
models try to tackle the problem of fairness in distinctive ways, such
as balancing the training samples across demographic groups or ig-
noring the features that count as protected attributes during training.

The participants of this study were carefully selected, such that
their descriptions fit the one of our conceptual users. Thus, even
though some of the participants have a Computer Science back-
ground, we made sure that each selected person has very little or no
Al expertise. Furthermore, all six participants identified as white
for race and male for sex. This information supports the utility of
FairAlign in terms of contextualized fairness assessment, since all
the annotators are part of a specific demographic group.

At the beginning of the study, the participants were required to
carefully follow the instructions provided by the platform to guide
them through the data exploration and decision-making process re-
garding algorithmic fairness. Moreover, we offered them the pos-
sibility of asking for additional guidance when needed. Since we
need to analyze the unbiased decisions of people regarding the fair-
ness of models, our guidance did not manipulate their decisions or
interfere with their opinions in any way. At the end of the annota-
tion session, the participants spent about 10 minutes talking about
their experience, how they used and interpreted each visualization
in order to help them form a decision and what difficulties they en-
countered along the way.

4.2 Study Results

Based on the received feedback about our platform, we have ob-
served a few generic patterns. In general, the annotators tended to
understand rather quickly the basic statistical notions, such as the
overall accuracy or the percentage of positive predictions for each



protected group, represented by the Outcomes Proportions Chart or
the percentage bars found at the bottom of the Categorical Distribu-
tion Sankey visualization. Contrarily, they spent significantly more
time understanding the functionality of the interactive actions of the
more complex visualizations, such as the Correlation Brush Matrices.
Since the scope of this particular visualization is to find correlations
between numerical attributes, it naturally takes longer to analyze. As
expected, the Numerical Trend Graph was labeled as one of the most
intuitive visualizations, since the participants found it easy to ob-
serve trends within ordered numerical values. Even though the Accu-
racy Variation Matrix provides great detail for comparison between
the elements of a cross-product between two attributes, the partici-
pants mostly looked for a prominent difference in the color intensity
between the two groups and rarely looked for a deeper meaning of
smaller areas. Nevertheless, one exception from this phenomenon
happens for the education attribute, since the participants were par-
ticularly interested whether more educated people were “rightfully
treated” by the models. In the end, one aspect that all participants
agreed on was that the explanations and tutorials are absolutely nec-
essary in order to get a comprehensive understanding of the task.

In order to see which fairness metrics align best with human
judgement, we consider the ordering of models from most fair to
least fair, induced by laypeople’s annotations and fairness metrics,
respectively. Using the ranking of a single annotator and the ranking
of a fairness metric, we use the Tau-b Kendall rank correlation
coefficient [17] to quantify how well these rankings agree. The
range of the correlation measure is 7g € [—1, 1], where 73 = 1 in
case of perfect agreement between the rankings, 7 = —1 in case of
inverse rankings and 7 = 0 indicating the absence of any association.
Averaging these coefficients over all users tells us how well a metric
aligns with the judgements of all annotators. The results for these
evaluations are shown in Table 1. The fairness metric that seems
to align best with human judgement is statistical parity (SP), which
confirms earlier findings of Srivastava et al. [28]. The results also
highlight the difficulty of analyzing the fairness metrics without any
human reference, as they strongly disagree with each other regarding
the ranking of models.

race sex
fairness metric avg std avg std

SpP 0.714 0.272 | 0432 0.187
EO -0.025 0.370 | 0.150 0.355
PP 0.198 0.244 | -0.195 0.226
PE -0.057 0.500 | -0.304 0.367
DM -0.004  0.193 | -0.109 0.289
CUAI 0.198 0.244 | -0.195 0.226

Table 1: Scores representing the level of agreement between the
rankings of models’ fairness induced by laypeople annotations and
automated fairness metrics using the Kendall Tau-B rank correlation
coefficient [17]. The table is split into two protected attributes, for
both of which annotations and metrics were collected separately.

5 DISCcUSSION AND FUTURE WORK

The correlation scores resulted from our small-scale study show that
most fairness metrics do not agree with each other and people’s
judgement usually correlates with the simplest notions of fairness,
such as statistical parity. Moreover, the dissimilarity of results be-
tween different protected attributes highlights the fact that human
perception of fairness is highly dependent on the provided contex-
tual information. Additionally, the high values for variance might
indicate that people have different outlooks regarding algorithmic
fairness, even when they are part of the same demographic group.
In the next paragraphs, we will underline the lessons learned after

this research, as well as potential future work.

Lessons Learned - In a previous research, Kazim et al. [15] stated
that “automation of fairness is in itself inherently unfair” Our
toolkit illustrates the conflicting nature of different fairness metrics.
Since each metric measures algorithmic fairness based on a different
aspect, choosing a single metric without any validation of alignment
with human perception of fairness is an inconsiderate and unfair
decision.

Valentine et al. [32] studied the fairness of human judgement
in the context of health professions. However, along studies about
human judgement in fairness, their findings can be used as a prism to
understand why, when treated as an isolate entity, human judgement
cannot be always fair when assessing algorithmic fairness. This
happens due to subjective nature, which is influenced by the person’s
social and cultural background. Thus, a contextualized assessment
method, such as FairAlign, is required in order to correctly evaluate
algorithmic fairness.

Our observations reflect that a conflict exists between the effec-
tiveness and the expressiveness of a visualization system. We have
noticed that people with low Al literacy have more trust in simple
explanations than in more complicated ones. Even though the for-
mer are easier to understand, ignoring the underlying aspects of data
can narrow the “field of view” of their judgement considerably. On
the other hand, a more complex visualization may take significantly
more time to comprehend, but it offers valuable information which
might completely shift someone’s perception of fairness in a particu-
lar scenario. Thus, it is vital that laypeople are instructed to take the
necessary time to fully understand the complex visualizations.
Future Work — Since the number of participants that partook in
our study is too low to draw any conclusions, a well-structured case
study with a statistically relevant number of participants (e.g. over
200) should be conducted. Furthermore, an interesting research
direction that our mixed-initiative platform facilitates is whether the
fairness perception of people from different demographic groups
align with the same metrics or not. The participants of our pilot
study consisted a single demographic group, hence conducting a
follow-up study should not be challenging.

Regarding further extensibility of our application, we believe that
adapting the visualizations to also accept other type of data would
greatly broaden the usability of the application. A feasible beginning
would be extending the visual system for temporal and relational
data. Later, visualizations for more complex data types such as
images, videos, and textual data can be added. Furthermore, the
platform can be extended to other tasks besides classification, such
as regression, detection, or segmentation.

6 CONCLUSION

In the context of automatic prediction systems, fairness is an elabo-
rated concept that does not have a universal definition. Nevertheless,
the recent drive towards ethical Al development forces us to find in-
novative ways of tackling the difficult problem of fairness. Although
a multitude of techniques were proposed for measuring algorithmic
fairness, there is currently an unavoidable gap between the mathe-
matically defined metrics and human perception of fairness. With
the goal of bringing together automatic and manual fairness assess-
ment, we develop FairAlign, a mixed-initiative system that helps
data scientists and ML experts analyze the fairness of discriminative
models using human evaluation. We acknowledge that the collec-
tion of such feedback is costly, but also necessary for the complete-
ness of algorithmic fairness assessment. Thus, once enough human
feedback is gathered, our platform can be used to analyze the corre-
lation between human judgement and fairness metrics. The person-
alized findings can be later used with the scope of shifting to auto-
matic assessment when testing new prediction models in terms of
fairness, by discovering which metrics are the most suitable for the
respective task and the given contextual information.
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